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Richard Von Mises
(AD (CE) 1883-1953)

< To understand the basic concepts of probability.
< To understand the classical and empirical approach of probability.
< To familiarise the types of events in probability.

9.1 Introduction
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Probability theory is nothing more than common sense

reduced to calculation. - Pierre Simon Laplace.

The statistical or empirical, attitude towards
probability has been developed mainly by R.F.Fisher
and R.Von Mises. The notion of sample space comes
from R.Von Mises. This notion made it possible to
build up a strictly mathematical theory of probability
based on measure theory. Such an approach emerged
gradually in the last century under the influence of

many authors.
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To understand the notion of probability, we look into some real life situations that

A life-saving drug is administered to a patient admitted
in a hospital. The patient’s relatives may like to know the
probability with which the drug will work; they will be happy
if the doctor tells that out of 100 patients treated with the drug,
it worked well with more than 80 patients. This percentage of
success is illustrative of the concept of probability; it is based
on the frequency of occurrence. It helps one to arrive at a
conclusion under uncertain conditions. Probability is thus a

involve some traits of uncertainty.

way of quantifying or measuring uncertainty.

probability | 291 I

@ 23-02-2019 14:23:31 ‘ ‘



L T T T ® I ||

You should be familiar with the usual complete pack of 52 playing cards. It has 4
suits(Hearts ¥, Clubs &, Diamonds ¢, Spadesa), each with 13 cards. Choose one of the
suits or cards, say spades. Keep these 13 cards facing downwards on the table. Shuffle

them well and pick up any one card. What is the - - :
chance that it will be a King? Will the chances vary if |° % ' ||
you do not want a King but an Ace? You will be quick

to see that in either case, the chances are 1 in 13
(Why?). It will be the same whatever single card you
choose to pick up. The word ‘Probability’ means
precisely the same thing as ‘chances’ and has the same
value, but instead of saying 1 in 13 we write it as a

1
fraction TE (It would be easy to manipulate with

fractions when we combine probabilities). It is ‘the

ratio of the favourable cases to the total number of possible cases.

Have you seen a

‘dice’ ? (Some people Note

use the word ‘die’ o
. «:. , Inafair die the sum of the

for a single ‘dice’; _

e, numbers turning on the

we use dice’ here,

both for the singular opposite sides will always

be equal to 7.

and plural cases). A
standard dice is a
cube, with each side having a different number of spots on it, ranging from one to six,
rolled and used in gambling and other games involving chance.

If you throw a dice, what is the probability of getting a five? a two? a seven?

In all the answers you got for the questions raised above, did you notice anything
special about the concept of probability? Could there be a maximum value for probability?
or the least value? If you are sure of a certain occurrence what could be its probability?
For a better clarity, we will try to formalize the notions in the following paragraphs.

9.2 Basic Ideas

When we carry out experiments in science repeatedly under identical conditions, we
get almost the same result. Such experiments are known as deterministic. For example, the
experiments to verify Archimedes principle or to verify Ohm’s law are deterministic. The
outcomes of the experiments can be predicted well in advance.

But, there are experiments in which the outcomes may be different even when
performed under identical conditions. For example, when a fair dice is rolled, a fair coin
is flipped or while selecting the balls from an urn, we cannot predict the exact outcome
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(i) Random experiment : Flipping a coin

of these experiments; these are random experiments. Each performance of a random
experiment is called a trial and the result of each trial is called an outcome. (Note: Many
statisticians use the words ‘experiment’ and ‘trial’ synonymously.)

Now let us see some of the important terms related to probability.

Trial : Rolling a dice and flipping a coin are trials. A trial is an action which results in

one or several outcomes.

Outcome : While flipping a coin we get Head or Tail . Head and Tail are called outcomes.

The result of the trial is called an outcome.

Sample point : While flipping a coin, each outcome H or T are the sample points. Each

outcome of a random experiment is called a sample point.

Sample space : In a single flip of a coin, the collection of sample points is given by
S={H,T}.

If two coins are tossed the collection of sample points S={(HH),(HT),(TH),(TT)}.

The set of all possible outcomes (or Sample points) of a random experiment is
called the Sample space. It is denoted by S. The number of elements in it are denoted by
n(S).

Event : If a dice is rolled, it shows 4 which is called an outcome (since, it is a result of a
single trial). In the same experiment the event of getting an even number is {2,4,6}. So
any subset of a sample space is called an event. Hence an event can be one or more than

one outcome.

For example

Possible outcomes : Head(H ) or Tail(T')
Sample space :S=1{H,T}
Subset of § : A={H} or A={T}

Thus, in this example A is an event.

(ii) When we roll a single dice, the «collection of all sample points is

S$=1{1,2,3,4,5,6}. (iii) When we select a day in a week the collection of sample points is
S = {Sunday, Monday, Tuesday, Wednesday, Thursday, Friday, Saturday}.
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Perform the experiment of tossing two coins Perform the experiment of throwing two
at a time. List out the following in the above dice at a time. List out the following in
experiment. this experiment also.

Random experiment : Random experiment

Possible outcomes : Possible outcomes

Sample space : Sample space

Any three subsets of S : Any three subsets of S

(or any 3 events) (or any 3 events)
—==ui|

Each student is asked to flip a coin 10 times and tabulate the number of heads and tails

obtained in the following table.

Number of tosses Number of times head Number of times tail
comes up comes up
. _ Number of times head comes up
® (i) Fraction1: : — ®
Totalnumber of timesthecoin is tossed

Number of timestail comes up

Total number of times the coin is tossed
Repeat it by tossing the coin 20, 30, 40, 50 times and find the fractions.

(ii) Fraction 2:

=i

Divide the class students into groups of pairs. In each pair, the first one tosses a coin 50 times,
and the second one records the outcomes of tosses. Then prepare a table given below.

Number of times head comes up Number of times tail comes up

Totalnumber of times the coinistossed | Totalnumberoftimesthecoinistossed

Group
Number of times
head comes up
Number of times
tail comes up

[u—

W b
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9.3 Classical Approach

The chance of an event happening when expressed quantitatively is
probability.

For example, An urn contains 4 Red balls and 6 Blue balls. You
choose a ball at random from the urn. What is the probability of
choosing a Red ball?

The phrase ‘at random’ assures you that each one of the 10 balls has the same chance
(that is, probability) of getting chosen. You may be blindfolded and the balls may be mixed

up for a “fair” experiment. This makes the outcomes “equally likely”.

The probability that the Red Ball is chosen is % (You may also give it as % or 0.4).
What would be the probability for choosing a Blue ball? It is % (or % or 0.6).

Note that the sum of the two probabilities is 1. This means that no other outcome is

possible.

The approach we adopted in the above example is
classical. It is calculating a priori probability. (The Latin |
® phrase a priori means ‘without investigation or sensory ®
experience’). Note that the above treatment is possible If the probability of success

only when the outcomes are equally likely. of an experiment is 0.4, what

is the probability of failure?
Classical probability is so named, because it

was the first type of probability studied formally by
mathematicians during the 17th and 18th centuries.

Let S be the set of all equally likely outcomes of a random experiment. (S is called the
sample space for the experiment.)

Let E be some particular outcome or combination of outcomes of an experiment.

(E is called an event.)

The probability of an event E is denoted as P(E).

Number of favourable outcomes  n(E) by
Total number of outcomes n(S) G21KEC

P(E) =

The empirical approach (relative frequency theory) of probability holds that if an
experiment is repeated for an extremely large number of times and a particular outcome
occurs at a percentage of the time, then that particular percentage is close to the probability

of that outcome.
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9.4 Empirical Approach

For example, A manufacturer produces 10,000 electric switches every month and1,000 of
them are found to be defective. What is the probability of the manufacturer producing a
defective switch every month?

AN

The required probability, according to relative Note i

frequency concept, is nearly 1000 out of 10000,
which is 0.1

The number of trials has to be

large to decide this probability.
Let us formalize the definition: “If, the total The larger the number of trials,

number of trials, say n, we find r of the outcomes in the better will be the estimate

an event E, then the probability of event E, denoted of probability.

by P(E), is given by

P(E)="L.
n

Is there a guarantee that this value will settle down to a constant value when the
number of trials getslarger and larger? One cannot say; the concept being experimental,
it is quite possible to get distinct relative frequency each time the experiment is
repeated.

However, there is a security range: the value of probability can at the least take the
value 0 and at the most take the value 1. We can state this mathematically as

rnann cnr— [

For a question on probability the

0<P(E)<1.

Let us look at this in a little detail.

First, we know that r cannot be larger than n. 3
student’s answer was 5
This means —<1. That is P(E) < 1. ... (1) The teacher told that
n

the answer was wrong. Why?
Next, if r = 0, it means either the event cannot S  ————

happen or has not occurred in a large number of trials. (Can you get a 7, when you roll a
dice?).

0
Thus, in this case T_Zoo ... (2)
non

Lastly, if r = n, the event must occur (in every trial or in a large number of trials).

n
In such a situation, LY ... (3)

n_n
(getting any number from 1 to 6 when you roll a dice)

From (1), (2) and (3) we find 0 < P(E) <1.
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Progress Check

A random experiment was conducted. Which of these cannot be considered as a
probability of an outcome?

(i) 1/5 (i) —1/7  (iii) 0.40 (iv)—052  (v) 0
(vi) 1.3 (vii) 1 (viii) 72% (ix) 107%

. Example 9.1 I
When a dice is rolled, find the probability to get the number which

is greater than 4?

Solution

The outcomes S ={1,2,3,4,5,6}

Let E be the event of getting a number greater than 4

E ={5,6} -.l;:[-_n!-
P(E) = Number of favourable outcomes EFIE'E? -
Total number of outcomes
® n(E) 2 ®

P(E) = £=0.333...

nsS) 6

. Example 9.2 I
In an office, where 42 staff members work, 7 staff members use cars,

20 staff members use two-wheelers and the remaining 15 staff members use cycles. Find
the relative frequencies.

Solution

Total number of staff members = 42.

The relative frequencies:

In this example note that the
Car users = 71 total probability does not
42 6 exceed 1 that is,
20 10
Two-wheeler users = — = — 1 10 5 7 20 15
42 21 —t—t—=—+—+—=1
6 21 14 42 42 42
15 5
Cycle users = — = —
42 14

. Example 9.3 I
Team I and Team II play 10 cricket matches each of 20 overs. Their

total scores in each match are tabulated in the table as follows:
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Match numbers

Team I

1 2 3 4 5 6 7 8 9 10

200 122 111 88 156 184 99 199 121 156

Team I1 143 123 156 92 164 72 100 201 98 157

What is the relative frequency of Team I winning?

Solution

In this experiment, each trial is a match where Team I faces Team II.
We are concerned about the winning status of Team 1.

There are 10 trials in total; out of which Team I wins in the 1st, 6th and 9th matches.

3
The relative frequency of Team I winning the matches = m or 0.3.

(Note : The relative frequency depends on the sequence of outcomes that we observe

during the course of the experiment).

Q > Exercise 9.1 ]

You are walking along a street. If you just choose a stranger crossing you, what is the

probability that his next birthday will fall on a sunday?
What is the probability of drawing a King or a Queen or a Jack from a deck of cards?

What is the probability of throwing an even number with a single standard dice of
six faces?

There are 24 balls in a pot. If 3 of them are Red, 5 of them are Blue and the remaining
are Green then, what is the probability of picking out (i) a Blue ball, (ii) a Red ball
and (iii) a Green ball?

When two coins are tossed, what is the probability that two heads are obtained?

Two dice are rolled, find the probability that the sum is

i) equal to 1 ii) equal to 4  iii) less than 13

A manufacturer tested 7000 LED lights at random and found that 25 of them were
defective. If a LED light is selected at random, what is the probability that the
selected LED light is a defective one.
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10.

In a football match, a goalkeeper of a team can stop the goal, 32 times out of 40
attempts tried by a team. Find the probability that the opponent team can convert

N 4
&

the attempt into a goal.

What is the probability that the spinner will not land on a
multiple of 3?

Frame two problems in calculating probability, based on the
spinner shown here.

9.5 Types of Events

We have seen some important cases of events already.

When the likelihood of happening of two events are same they are known as equally

likely events.

e Ifwe toss a coin, getting a head or a tail are equally likely events.

e Ifadiceis rolled, then getting an odd number and getting an even number are

equally likely events, whereas getting an even number and getting 1 are not
equally likely events.

When probability is 1, the event is sure to happen. Such an event is called a sure or

certain event. The other extreme case is when the probability is 0, which is known as an

impossible event.

get both heads and tails simultaneously. (Of course, the coin
must be fair; it should not have heads or tails on both sides!).
If two events cannot occur simultaneously (at the same time),
in a single trial they are said to be mutually exclusive events.
Are rain and sunshine mutually exclusive? What about choosing

Kings and Hearts from a pack of 52 cards?

face”. That is getting 2, 4 or 6. Then the event of getting an “odd

A dice is thrown. Let E be the event of getting an “even

If P(E) = 1 then E is called Certain event or Sure event.

If P(E) = 0 then E is known is an Impossible event.

Consider a “coin flip>. When you flip a coin, you cannot

face” is complementary to E and is denoted by E’ or E°. In the

above sense E and E’ are complementary events.

‘ ‘ 9 Probability.indd 299
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AN
Note E

® The events E and E’ are mutually exclusive. (how?)

® The probability of E + the probability of E’=1. Also E and E’are mutually
exclusive and exhaustive.

® Since P(E) b P(E’) =1, if you know any one of them, you can find the other.

Progress Check

Which among the following are mutually exclusive?

SLNo. Trial Event 1 Event 2

1 Roll a dice getting a 5 getting an odd number

2 Roll a dice getting a 5 getting an even number

3 Draw a card from | getting a Spade Card | getting a black
a standard pack

4 Draw a card from | getting a Picture Card | gettinga 5

® ®

a standard pack

5 Draw a card from | getting a Heart Card  gettinga 7
a standard pack

. Example 9.4 I 91
The probability that it will rain tomorrow is 100" What is the

probability that it will not rain tomorrow?

Solution

Let E be the event that it will rain tomorrow. Then E’ is the event that it will not rain
tomorrow.

Since P(E) = 0.91, we have P(E’) =1-0.91 (how?)
=0.09

Therefore, the probability that it will not rain tomorrow

=0.09
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. Example 9.5 I
In a recent year, of the 1184 centum scorers in various subjects in

tenth standard public exams, 233 were in mathematics. 125 in social science and 106 in
science. If one of the student is selected at random, find the probability of that selected
student,

(i) is a centum scorer in Mathematics (ii) is not a centum scorer in Science
Solution
Total number of centum scorers =1184
Therefore n = 1184
(i) Let E, be the event of getting a centum scorer in Mathematics.

Therefore n(E,) =233, Thatis, r, =233

r 233
P(E)=-"1=""
(E) n 1184

(ii) Let E, be the event of getting a centum scorer in Science.

Therefore n(E,)=106, That is, r, =106

P(E,) _h 106
® ’ n 1184 ®
P(E,)) =1-P(E,)
106
T 1184
1078
T 1184

@ Exercise 9.2 ]

1. A company manufactures 10000 Laptops in 6 months. Out of which 25 of them are
found to be defective. When you choose one Laptop from the manufactured, what
is the probability that selected Laptop is a good one.

2. In a survey of 400 youngsters aged 16-20 years, it was found that 191 have their
voter ID card. If a youngster is selected at random, find the probability that the
youngster does not have their voter ID card.

X
3. The probability of guessing the correct answer to a certain question is 3 If the

X
probability of not guessing the correct answer is = then find the value of x.
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4. If a probability of a player winning a particular tennis match is 0.72. What is the
probability of the player loosing the match?

5. 1500 families were surveyed and following data was recorded about their maids at

homes
Type of maids Only part time Only full time Both
Number of families 860 370 250

A family is selected at random. Find the probability that the family selected has

(i)Both types of maids (ii) Part time maids (iii)No maids

@ Exercise 9.3 ]
[2—® Multiple choice questions

1. A number between 0 and 1 that is used to measure uncertainty is

called G2ICHH
(1) Random variable (2) Trial (3) Simple event (4) Probability

® 2. Probability lies between ®
(1) -1land +1 (2)0and 1 (3) 0and n (4) 0 and

3. The probability based on the concept of relative frequency theory is called

(1) Empirical probability (2) Classical probability
(3) Both (1) and (2) (4) Neither (1) nor (2)

4.  The probability of an event cannot be

(1) Equal to zero (2) Greater than zero (3) Equal to one (4) Less than zero

5. The probability of all possible outcomes of a random experiment is always equal to

(1) One (2) Zero (3) Infinity (4) Less than one

6. If Aisanyeventin Sand its complement is A” then, P(A’) is equal to
(1) 1 (2)0 (3)1-A (4) 1-P(A)

7. Which of the following cannot be taken as probability of an event?
(1) o (2) 0.5 (3)1 (4) -1
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Points to Remember
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A particular result of an experiment is called

(1) Trial (2) Simple event (3) Compound event (4) Outcome

A collection of one or more outcomes of an experiment is called

(1) Event (2) Outcome (3) Sample point (4) None of the above

The six faces of the dice are called equally likely if the dice is

(1) Small (2) Fair (3) Six-faced (4) Round

If we are able to predict the exact outcome of an experiment then it is called
deterministic experiment.

If we cannot predict the exact outcome of an experiment then it is called
random experiment.

Sample space S for a random experiment is the set of all possible outcomes of

a random experiment.
An event is a particular outcome or combination of outcomes of an experiment.

Empirical probability states that probability of an outcome is close to the
percentage of occurrence of the outcome.

If the likelyhood of happening of two events are same then they are known as
equally likely events.

If two events cannot occur simultaneously in single trial then they are said to
be mutually exclusive events.

Two events E and E’ are said to be complementary events if P(E)+P(E")=1.

An event which is sure to happen is called certain or sure event. The probability
of a sure event is always one.

An event which never happen is called impossible event. The probability of an
impossible event is always zero.
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Expected Result is shown
in this picture

Step -1

Basic probability.

Step - 2

the answer.

There were 6 Red balla, 3 Blus balls and 6 Yellow balls in an urn.

Find the probability of (i} Red Balis (ii) Blue Balls and (iii) Yellow balls.

No. of Red Baiis = 6
No. of Blus balls =3
Ho.of Yellow Balls = &

Total No. of Balls =§+3+ 6§ = 15

. ‘ . : Probability of Red Balls =
\ - ) Mo of Blue Balls 3
° ® ¥ Probability of Biue Balls = e,y iils " 1%

Open the Browser by typing the URL Link given below (or) Scan the QR Code. GeoGebra work
sheet named “Probability” will open. There are two worksheets under the title Venn diagram and

Click on “New Problem” Work out the solution, and click on the respective check box and check

11 P(A) = ] 2 P(B)=

Ll 3 Pl(A only) = ! 4. P(B eunly) =

5 P(Aeor B) = —1 6. P(A and B) =

There were 1 Red balls, 7 Blue balls and 4 Yellow balls in an urn.

Find the probability of (i) Red Balis (il) Blue Balls and (iil) Yellow balis.

No. of Red Balls =1
No. of Blue balls = 7
No.of Yellow Balls = 4

Total No. of Balls =1+T+4 =12

Probability of Red Balls =

~ Probability of Blue Balls =

Scan the QR Code.

BSE6_9_MAT_EM_T3
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ANSWERS
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1 Set Language

Exercise 1.1
1. (i) set (ii) nota set  (iii) Set (iv) not a set
2. (1) {I, N, D, A} (i) {P, A, R, L, E, O, G, M} (iii) {M, L, S, P}

(iv){C,Z,E,H,0,S, L, V, A, K, [}

3.(a) (i) True (ii) True (iii) False (iv) True (v) False (vi) False
b)HA (i) C (ii) & (iv) €
4.() A=1{24,68,10,12, 14, 16, 18} (i) B={5. 5.5 515
@ (iii) C = {64, 125} (ivyD={-4,-3,-2,—1,0,1,2} @

5. (i) B ={x:xisan Indian player who scored double centuries in One Day International}

(ii) C = {x:x= n_?_ pneE N} (iii) D = {x : x is a tamil month in a year}
(iv) E = {x : x is an odd whole number less than 9}

6. (i) P = The set of English months starting with letter °J’
(ii) Q = The set of Prime numbers between 5 and 31

(iii) R = The set of natural numbers less than 5

(iv) S = The set of English consonants

Exercise 1.2
1. (i) n(M) =6 (ii) n(P) =5 (iii) n(Q)=3 (iv) n(R) =10 (v) n(S) =5
2. (i) finite (ii) infinite (iii) infinite (iv) finite

3. (i) Equivalent sets  (ii) Unequal sets (iii) Equal sets (iv) Equivalent sets
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4. (i) null set (ii) null set (iii) singleton set (iv) null set
5. (i) overlapping (ii) disjoint (iii) overlapping
6. (i) {square, rhombus}  (ii) {circle} (iii) {triangle} (iv) { }

7.{},{a}, {a, b}, {a, {a, b}}
8. (1) {{},{a}, {b}, {a, b}}
(i) {1 {1 {2} {35 {1, 2}, {1, 3}, {2, 3 1, {1, 2, 3}}

(iii) {{ 1 {p}, {g} {r}, {sh {p, abs {p, b {p, sh g, 1 {g, sb {r sh {p, ¢, 7} {ps g, b {ps 7 sh
{g, 1. sh {p, g, 1, st} (iv) P(E)= {{ }}

9.(i) 8,7 (ii) 1024, 1023
10. (i) 16 (i) 1 (iii) 8
Exercise 1.3
1.(4) {2,4,7,8, 10} (ii) {3,4,6,7,9, 11} (iii) {2, 3,4, 6,7, 8,9, 10, 11}
@ @

(iv) {4, 7} (v) {2, 8, 10} (vi) {3, 6,9, 11}
(vii) {1, 3,6, 9, 11, 12} (viii) {1, 2, 8, 10, 12}
(ix) {1,2,3,4,6,7,8,9,10, 11, 12}

2.(1) {2,5,6,10, 14, 16}, {2, 14}, {6, 10}, {5, 16}
(ii) {a, b, c, e, i, 0, u}, {a, e, u}, {b, c}, {i, o}
(iii) {0, 1, 2, 3,4, 5,6, 7, 8,9, 10}, {1, 2, 3, 4, 5}, {6, 7, 8, 9, 10,}, {0}
(iv) {m, a, t, h, e, i, ¢, s, g 0, 1, ¥}, {e; m, t,}, {a, h, i, ¢, s}, {g, o, 7, ¥}
3.(1) {a, ¢, e, g (i) {b, o f gt (ili) {a, b, ¢, e, £, g} (iv) {c, g} ) {c. &

(vi){a, b, c,e, f, g (vii) {b, d, f, h} (viii) {a, d, e, h}
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4. (i) {0, 2, 4, 6} (ii) {1, 4, 6}
(vi) {0, 1, 2, 4, 6}

5. (i) {1,2,7}

(ii) {m, o, p, g, j}

(iii) {0, 1, 2, 4, 6}

(vii) {1, 3, 5, 7}

(iv) {4, 6}

(v) {4, 6}

(viii) {0, 2, 3, 5, 7}

(iii) {6, 9, 10}

6.() Y-X (i) (XuUYY (iii) (X — Y)U(Y— X)
7. (i) R 5 (ii) R 5 U| (iii) B 5 §]
AUB ANB (ANB)’
(iv) B 5 (v) B 5 U| (vi) B 5 U
(B-A) A'UB’ A'NB’
@ @
(vii) (ANB)" = A"UB’
Exercise 1.4
1. (i) {1,2,3,4,5,7,9,11} (i) {2,5} (iii) {3,5}
Exercise 1.5
1. (i) {346} (ii) {157} (iii) {~3.0,1,2,3,4,5,6,7,8}
(iv) {—3, 0, 1,2} v) {1, 2, 4,6} (vi) {4,6} (vii) {—1, 3, 4,6}
2.(1) {abcdef} (ii) {a,b,d} (iii) {ab,c,def} (iv) {a,b,d}
Exercise 1.6
1. (i) 15,65  (ii) 250, 600 4.(1) 17 (i) 22 (iii) 47
5.(i) 10 (ii) 10 (iii) 25 6. 1000 7. 8 8. Not correct
9.(i) 185 (ii) 141 (iii) 326 10. 70
11. 2=20, y =40, z = 30 12. (i) 5 (i) 7 (iii)8
13.5
Answers | 307 | RN
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Exercise 1.7
1.(2) 2.(1) 3.(3) 4.(2) 5.(4) 6.(1) 7.(2) 8.(4) 9.(3)

11.(2) 12.(1) 13.(1) 14.(3) 15.(4) 16.(1) 17.(4) 18.(3) 19.(3)

2  Real Numbers

Exercise 2.1

6 5 4 1
11 110 11’ 11

(i) 9 19 39 79 159
40° 807160320’ 640 °
The given answer is one of the answers. There can be many more answers

3.

(ii) 0.101, 0.102, ... 0.109

The given answer is one of the answers. There can be many more answers

i) =35 9 17 33

2’ 4 8 167 32
The given answer is one of the answers. There can be many more answers

Exercise 2.2

10. (4)

20.(1)

1. (i) 0.2857142..., Non terminating and recurring (ii) =5.27, Non terminating and ®

recurring
(iii) 7.3, Non terminating and recurring (iv) 1.635, Terminating

2. 0.076293,6 3. 0.0303, 2.15

4. (D) % (if) 2325 (i) — 1283 (iv) 143 () SSBL (1) 190924

999 250 45 330

5. (i) Terminating (ii) Terminating (iii) Non terminating (iv) Non terminating

Exercise 2.3

9000

2. (i) 0.301202200222...,0.301303300333...  (ii) 0.8616611666111 ..., 0.8717711777111 ...

(iii) 1.515511555..., 1.616611666...
3. 2.2362, 2.2363

Exercise 2.5

1.(i) 5* (i) 5" (iii) 5§ (iv) 5g
2.() 42 (ii) 2 (iii) I
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: . | .. 25
3.(i) 7 (i) 9 (iii) pre (iv) T
1 1 10 -u
4.(i) 5 (i) 72 (iii) 7° (iv) 103
5.(1) 2 (i) 3 (iii) 10 (iv) %
Exercise 2.6
1.(1) 2143 (i) 3¢5 (i) 26v/3 (iv) 85
2.(1) 30 (i) 5 (iii) 30 (iv) 49a —25b
W) % 3.(1) 1.852 (ii) 23.978
4.(G) ¥5>Y3>Ys (ii)\/ﬁ>3/%>i‘/%
5.(i) yes (ii) yes (iii) yes (iv) yes
6. (1) yes (ii) yes (iii) yes (iv) yes
Exercise 2.7
T e i iy 0 o Y0 °
10 3 6 2
2. (i) %(5+2\/E) (i) 13— 46 (iii) % (iv) —2v5
3. a:%,b:% 4, :1:2+%:18 5. 5.414
Exercise 2.8
1. (i) 5.6943 x 10" (ii) 2.00057 x10*  (iii) 6.0x10°" (iv) 9.000002x107*
2. (i) 3459000 (i) 56780 (iii) 0.0000100005  (iv)0.0000002530009
3.(1) 1.44x10% (ii) 8.0x107" (iii) 2.5x107
4.(i) 7.0 x 10’ (ii) 9.4605284 x 10" km  (iii)9.1093822 x 10~*" kg
5.(i) 1.505x10° (ii) 1.5522x10" (iii) 1.224 x 107 (iv) 1.9558 x10°"

Exercise 2.9
1.(4) 2.3) 3.(2) 4.(1) 5 6(2) 7.(2) 8.(2) 9.(4) 10.(1)
11.(4) 12.(4) 13.(4) 14.(2) 15.(2) 16.(3) 17.(2) 18.(4) 19.(2) 20.(3)
Answers | 309 [N
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3 Algebra

Exercise 3.1

1. (i) nota polynomial (ii) polynomial (iii) not a polynomial
(iv) polynomial (v) polynomial (vi) not a polynomial
2. Cooeﬂzicient of x? Cooefhicient of x
i) s -3
(i) -2 —J7
(iii) -1
(iv) V3 V2
v) 1 -7
3.(1)7 ()4 (@ii)5 (@Gv)6 (v)4
4. Descending order Ascending order
(i) V7xtex+x—9 —9+x+ 65+ /7%
(ii) —%x4—5x3+\/5x2+x x+«/§x2—5x3—%x4
(iii) 7x3—gx2+ 4x—1 —1+4x—gx2+ 7x’
® (v) W HVSy Y= Zy=11 1= Syt y et /5yt 9y ®
5. (1) 6x*+6x2-14x+17, 3 (ii) 7x*+7x*+11x-8, 3 (iii) 16x*-6x>-5x*+7x-6, 4
6. (i) 7x*+8, 2 (ii) —y*+6y*-14y+2, 3 (iii) 2°-62*-62°-9z+7, 5
7. x°-8x*+11x+7 8. 2x*-3x°+5x?-5x+6
9. (i) 6x*+ 7x3-56x*-63x+18, 4 (ii) 105x2-33x-18,2  (iii) 30x*-77x*+54x-7, 3
10. x*+y*+2xy, I 225 11. 9x*-4, 3596 sq. units

12. cubic polynomial or polynomial of degree 3
Exercise 3.2
L@ 6 (i)-6 ()3 21 313 ()-3G)3 (o mo )-2
4.() ¢ (i) -3 (i) — <5 (iv) 5
6.(1)2 ()3 ()0 (iv)1 (v)1
Exercise 3.3

1. p(x) is not a multiple of g(x)

2. (i) Remainder : 0 (ii) Remainder : % (iii) Remainder : 62
3. Remainder : -143 4. Remainder : 2019 5.K=38
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6. a = -3, Remainder : 27 7.(i) (z —1) is a factor (ii) (z —1) is not a factor
8. (r —bH)is a factor of p(z) 9. m =10 11. k=3 12. Yes

Exercise 3.4

1.(1) 42° +9y° +162° + 122y + 24yz + 1632 (ii) p° +4q¢° +9r° —4pq + 12qr — 6pr

(iii) 8p® — 24p* — 14p + 60 (iv) 27a° +27a% —18a — 8
2.(i) 18,107,210 (ii) =32, -6, +90
59 78
3.(1) 14 i) — i) 78 iv) —
(1) (ii) -0 (iii) (iv) -
2
4.() 27a° - 64b° - 108a% + 144ab’ (i) o +— 32 432
Y Y )
5.(1) 941192 (ii) 1003003001
6.29 7.280 8.335 9.198 10. £5, +110
11.36 12.(i) 8a® 4 27" + 64c® — T2abc (ii) z° —8y® + 272" + 18ayz
13.(1) ~630 Gi) =2
4
14. 72Xyz
® ®
Exercise 3.5
1.(1) 2a° (1 4 2b + 4c) (ii) (@ —m)(b—c)
2.31) (¢ +2) (ii) 3(a — 4bY?
(iii) z(z +2)(z —2)(2* +4) (iv) m+i+5 m+i—5]
m m
(v) 6(1+ 62)(1—62) (vi) [a—1+4 a—1—4]
a a

3.(i) (2 + 3y + 52)°

(i) (=52 + 2y + 32)* (or) (5z — 2y — 32)’
4. (i) (2z + 5y)(42” —10zy + 25y°)

(ii) (3z —2y)(92° + 6zy + 4y°)

(iii) (a+2)(a—2)(a* + 4 —2a)(a® + 4 + 2a)
5.(1) (z+2y—1)(2° +4y° +1—22y + 2y + 2)

(ii) (I—2m —3n)(I> +4m* 4+ 9n> + 2lm — 6mn + 3in)

nswers | 311
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Exercise 3.6
1.G) (z+6)(z+4)
(ii) (z+6)(z—2)
(iii) (p—8)(p+2)
(iv) (t—9)(t—38)
(v) (y—20)(y +4)
(vi) (a+ 30)(a — 20)
2.(i) (2a+5)(a+2)
(ii) (z —7y)(5z + 6y) (iii) (2z — 3)(4z —3) (iv) 23z + 2y)(x + 2y)
(v) 323y +2) (vi) (a+b+6)(a+b+3)
3.(0) (p—q—8)(p—q+2)
(i) (m + 6n)(m — 4n) (iii) (a +5 )(\/Ea - 3) (iv) (a+1)(a—1)(a* —2)

(v) m(4dm + 5n)(2m — 3n)

® . 1) ®
(vi) [—+-—
r oy
Exercise 3.7
1. (i) Quotient : 4x>-6x-5, Remainder : 33 (ii) Quotient : 4y*~6y+5, Remainder : -10
(iii) Quotient : 4x*>+2x+1, Remainder : 0 (iv) Quotient : 82>-6z+2, Remainder : 10

2. Length : x+4 3. Height : 5x-4 4. Mean : x>-5x+25
5.(1) 2 + 4z +5,12 (i) (2*—1), —2

2
(iii) 3% — 11z 4 40, — 125 (iv) 22¢ — % 3¢ 51 109
2 8 32 3

6.47° —22° +3, p = —2, ¢ = 0, remainder=—10

7.a =20, b = 94 & remainder=388

Exercise 3.8

1.G) (z—2)(z+3)(z—4) (i) (z+1)(z —2)(2z —1)
(iii) (z—1)(2z —1)(2z + 3) (iv) (z+2)(z +3)(z—4)
(v) (z—=1)(z—2)(z+3) (vi) (z—=1)(z—10)(z +1)
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Exercise 3.9

1.(i) p° (ii) 1 (iii) 3a*b°c’ (iv) 162z°
(v) abc (vi) Tzyz’ (vii) 25ab (viii) 1
2.(4) 1 (ii) o™ (iii) (2a +1) (iv) 1

W) (z+1)(z-1) () (a—32)

Exercise 3.10

2.(1) (5,2) (ii) Infinite number of solutions (iii) no solution
(IV) (_3; _3) (V) (1)3) (Vl) (_3> 3)
3. 75km/hr, 25km/hr

Exercise 3.11

1.3)(2, 1) (i) (4,2) (iii) (40,100) (iv) (\/5,\/5)

(2) 45

® 1.31)
(v)

1.(i)
(2)
(3)

AN o

‘ ‘ Answers_Combine.indd 313

(3) 409

Exercise 3.12

3
(2,1) (i) (7,2) (iii) (80,30) (iv) (1’5) @
1
(5,—1) (vi) (2,4) (2) %30000, 340000 (3) 75, 15
Exercise 3.13
. 11
(3,4) (i) (3,-1) (iii) (—5,5
Number of 2 rupee coins 60; Number of 5 rupee coins 20
Larger pipe 40 hours; Smaller pipe 60 hours
Exercise 3.14
64
5
7
LA =120°, ZB=70°, ZC=60°, £D=110°
Price of TV =320000; Price of fridge = 10000
40, 48
1 Indian - 18 days; 1 Chinese - 36 days
nswers | 313
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Exercise 3.15
1. (4) 2.(3) 3.4 44 52 6(1) 7.(4 81 9.(4) 10.(3)
11.(2) 12.(3) 13.(3) 14.(2) 15.(2) 16.(3) 17.(3) 18.(4) 19.(2) 20.(3)
21.(2) 22.(4) 23.(3) 24.(2) 25.(1) 26.(2) 27.(3) 28.(1) 29.(3) 30.(2)

4 Geometry

Exercise 4.1

—

(1) 70° (i) 288° (i) 89°  2.30°,60°,90° 5. 80°,85°, 15°

Exercise 4.2

[u—

(i) 40°, 80°, 100°, 140° 2. 62°,114°, 66° 3. 44° 4. 10cm

~J

. (i) 30° (ii) 105° (iii) 75° (iv) 105° 8. 122°, 29°

O

. Ratios are equal 10. d=7.6

Exercise 4.3

® 1.24cm 2.17¢cm 3. 8cm, 45°, 45° ®
4.18cm 5.14 cm 6.6 cm
7. (i) 45° (ii) 10° (iii) 55° (iv) 120° (v) 60°
8. /BDC = 25° /DBA = 65°,/COB = 50°

Exercise 4.4
1. 30° 2.(i) LACD =55° (ii) ZACB =50° (iii) ZDAE = 25°
3. LA=64°% 4B =280°% £C =116°% 4D =100°
4.(i) ZCAD = 40° (ii) £ZBCD = 80° 5. Radius=5cm 6. 3.25m

7. LZOAC = 30° 8. 5.6m 9. ZRPO = 60°
Exercise 4.7
1.(2) 2.(3) 3.(1) 4.(4) 5.4 6.03) 7.2) 8(2) 9.(4) 10.(2)

11.(1) 12.(3) 13.(1) 14.(1) 15.(4) 16.(2) 17.(2) 18.(3) 19.(2) 20.(4)
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5 Coordinate Geometry

Exercise 5.1

[a—

. P(-7,6) = II Quadrant; Q(7,-2) = IV Quadrant; R(-6, —7) = III Quadrant;
S8(3,5) =1 Quadrant; and T (3,9) =1 Quadrant

[\

() P=(-4,4) (i) Q = (3,3) (iii) R=(4,-2) (iv) S = (=5,-3)

W

. (i) Straight line parallel to x -axis (ii) Straight line which lie on y -axis.

4. (i) Square (ii) Trapezium

Exercise 5.2

1. (i) 4/10 units (i) 2+/26 units (iii) c—a (iv)13 units
2. (i) Collinear (ii) Collinear 7. 50r1

8. Coordinates of A (9,9) or (-5,-5) 9. y=4x+9 10. Coordinates of P(2,0)

12. 302
Exercise 5.3
® 1.(i) (—4,-1) (ii) (0,-1) (iii) (a+b,a) (iv) (1,-1) ®
2. (-5,-3) 3. P=-15 4. (9,3)(-5,5) and (1,1)
93
(2 e
Exercise 5.4
1. (7,3) 2. 52 3. (3,4)
19 13 -9 -15
4. (-2,3),(1,0) 5. (?,?),(7,7) 7. (3,2)
Exercise 5.5
1.(1)) (2,-3) (ii) (%8,_711) 2. (4,-6) 3. 5 units
4, 20 5. 3\/§units 6. (1,0) 7. (5,-2)

Exercise 5.6
1.3) 2.3 3.03) 42 52 64 7.3 8(@3) 9.3 10.(3)
11.(4) 12.(1) 13.(3) 14.(4) 15.(2) 16.(3) 17.(2) 18.(2) 19.(4) 20.(2)

Answers | 315 [N
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6 Trigonometry

Exercise 6.1

9 40 9 41 41 40
1. sinB=—;cosB=—;tanB=—; cosecB=—;secB=—;cotB=—
41 41 40 9
12 13 5 4
2. (i) sinB=— ii) secB=— iii) cotB=— iv) cosC=—
(i) 3 (ii) - (iii) ™ (iv) -

3 5
v) tanC=— (vi) cosecC=—
(v) 1 (vi) 3

1 3 1 2 2
3. sinf=—;cosf =—;tanf) = —; cosecl = —;secl = —=;cotl = \/g
2 2 J3 1 J3

4. % 5. sinAz%;tanAZI;;2 7. %
8. % 9. sinoz:g;cosﬂ:g;tan(b:% 10. 7m
Exercise 6.2
2.(1) 0 (ii) Z (iii) 3 4 2
Exercise 6.3
® 1.(1) 1 (ii) 1 (iii) 1 (iv) 2 ®
Exercise 6.4
1.(i) 0.7547 (ii) 0.2648 (iii) 1.3985 (iv) 0.3641
(v) 0.8302 (vi) 2.7907 2.(1) 85°57 (or) 85°58” (or) 85°59’
(ii) 47°27’ (iii) 4°7’ (iv) 87°39’ (v) 82°30
3.(1) 1.9970 (ii) 2.8659 4. 18.81 cm? 5. 36°52
6. 54.02 m

Exercise 6.5

1.(1) 2.(2) 3.(2) 4.(3) 5.(2) 6.(3) 7.(3) 8.(1) 9.(2) 10.(2)

7 Mensuration

Exercise 7.1

1.(i) 120 cm? (i1) 7.2 m? 2. 1320 m?, 326400 3. 12000 m?
4. 1558.8 cm? 5. 21050 6. 240 cm? 7. 138 cm?
8. 354m? 9. 1536 m? 10. 672 m?
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1. 1160cm?, 560cm?
4.(1) 384 m?, 256 m?
5. 1600 cm?

1.(i) 576 cm?®
3. 25cm, 20 cm, 15 cm
6. 12m
8. 5m

1.(3) 2.(2) 3.(4)

1. 27°C

4. 142.5 mm?

1. 6600, 7000, 7000

4. 40

3.(3)

1.(1) 2.(3)

‘ ‘ Answers_Combine.indd 317

(ii) 2646 cm?, 1764 cm?

7.(1) 125 cm?

Exercise 7.2

2. %1716

6. 253.50m?, 36084

Exercise 7.3

(ii) 2250 m?

3. 33349
(iii) 337.5 cm?, 225 cm?

4. 2624000 litres

(ii) 42.875 m?

7. 224cm?, 128cm?

2. 630 cm?
5. 25000
(iii) 9261 cm?

9. 15¢cm
Exercise 7.4
4. (3) 5.(3) 6. (1) 7.(2) 8.(3) 9.(4) 10. (1)
8 Statistics
Exercise 8.1
2. 44kg 3. 56.96 (or) 57 (approximately) @&
5. p=20 6. 40.2 7. 29.29 8.29.05
Exercise 8.2
2. 44 3. 21 4.32
6. 38
Exercise 8.3
2. 3.1 and 3.3 (bimodal) 3.15
5. 24 6. 58.5
Exercise 8.4
4.(2) 5.(1) 6. (4) 7.(1) 8.(2) 9.(2) 10. (3)
Answers | 317
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9 Probability

Exercise 9.1

1 3 1 5
1. — 2. — 3. — 4.(1) —
7 13 2 24
1 2 1
i) — ii) — 5. — 6.(1) 0
(ii) 2 (iii) 3 1 (i)
1 1
i) — ii) 1 7. — 8. —
(i) 12 (itf) 280 5
3
9. —
4
Exercise 9.2
1. 0.9975 2. & 3. E 4. 0.28
400
L1 L L]
5.(1) p (ii) 75 (iii) 75

Exercise 9.3

1.(4) 2.(2) 3.(1) 4.(4) 5.(1) 6. (4) 7.(4) 8.(4) 9.(1) 10.(2)
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. MATHEMATICAL TERMS

Abscissa

X-2158160T 015 TEmEDEY
(HlemLAEES O1BHTEDEVEY)

Commutative property

urfllombmil LiedorLy

Acute triangle

GSNITHIGHTEv0T (Lp&HESHMeToTLD

Compound surds

&L (b (PMIbSHET

Adjacent angles

SibSGleTen CaHMevorrhIgH6T

Complement of a set

BT &600TLD

Algebraic expression

Bumseoflgd: Camemey

Complementary angles

HITlié G&mevormhiGHei

Alternate angles

aeoTmiedi’ L. GamevoTmhiger

Complementary events

Biriy Hlep&dlser

Concentric circle

CILIMGIEWLOWI 6L L TRISET

Altitudes of a triangle @?’Ga:’"mg.’ﬁfm
&SEIHCHM(bH6T
Angle B&mevord

Concurrent lines

& Lieerll auLfls Bambaei

Congruent circle

SIT6UFLD GULL TBIGH6IT

Angle of elevation

ammé B&Tevord

Congruent triangles

Fi6usio (p&GHMeToThige6T

Arithmetic mean

ol (b&F S

Associative property

@&yl Levor

Assumed mean

oagF SN

Conjugate Bemevor
Consistent 6([HRI&HEMLOEUEDT
Constant Lommiled)

Binomial expression

FRBMILILS Gameme

Coordinate axes

Sl &S SH6T

Binomial surds

RGO (PDIbSET

Corresponding angles

055 CaMeooThiGHeT

Cardinal number of a
set

SHEUUTHSH|0T &) er6vor

Cube

&HE0TE EHITLD

Cubic polynomial

(plig LebIMIILS Gamemeu

Cartesian plane

SHMTIeHLI6OT SH6D

Cuboid

HEOTF 6156)EUSHLD

Cartesian coordinate
system

SMTLe I S1F&HS OSTESLIL

Cyclic Quadrilateral

QUL [BMTHE&ITLD

Decimal expansion

5510 elfleunéaip

Centre GOLOLLILD Decimal representation | ggi0 @nuSe
Centriod BbSBSL (b eMLOWID Degree of polynomial | Lebeymi'iLi&Gameneuuies Lig
Chord [BTEsoT Denseness property SILFSSI ListorL

Circum radius

(PE&ECEMeToTSH60T MU L

Descriptive form

allauflgse (emm

b0 Deterministic o @
. wimeor B&Msement
Circumcentre of a (p&BETeT0T S Hl60T Experiment o
triangle SHMIEUL L 6mLOWID Diagonal cpemevel L b
Circumcircle ShmIeuL LD Diameter el LD
Circumference Lirfll Dice LIS 6L &H6IT
Classical probability 61BMEOTemLD [FlBLOSHSH6 Difference of two sets &evoThugefleor elSHITELD
Ordinate Y-2158l60T Q5memeney Disjoint sets 616U LIT& &6TUTThIGEIT
(08TRIGSS &8 5615 TEME06Y)
Division algorithm QUGSSED LI (LPemm
Co-efficient Q&R
o . Division Algoritham of | Lebgm'is Gamemeuudesr
Coinciding lines eomiedr L,Sgl el polynomial QUGSHED LIG(LPEDD
QUMTIEHSID CambhaHeT
Collections BTG Edge eXlerflbL]
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‘ Empirical probability
Empty set/Null set
Equal sets

Equally likely event

Equiangular triangle
Equilateral triangle
Equilibrium
Equivalent sets
Event

Excentre

Externally

Face of a solid
Factor theorem
Factorisation
Finite set

Frequency table

Greatest Common
Divisor (G.C.D)

Grouped data
‘ Hypotenuse

Identities

Impossible event
Incentre
Incircle

Inconsistent

Indices
Infinite set
Inradius
Interior angles

‘ Internally

‘ Intersecting lines

Intersection of two sets

Bengement Heps&6)
Ql6UMHM)& &H6T0TLD
FLD&HEO0TTAIS 6T
goeumii] Hlapsdl
&@amevor (Lp&HB&M6voTLD
FOUSHS (LP&HBSHTEUoTLD
&Lorhlemed

FLOM60T SH6T0MMRIGET
Hlep&d]

Seuerfleul’ L emlowid
QeueflliymLons

&b HlevurogFleor (&L
&revofls CHmmLD
SMTeooflLILIhSEIH6ED
WP96M) &6T0TD
El&Lp616)6TTT LILLq LLIED
BLUeIL® LT UGS
OBMTGSHBLILLL. SHT6YSH6T
&[T 600TLD
(LHOMITIHEDLOSEIT
Buieor Hlaspsd

9 6iTeUL L. 6mLOWID

2 6Tl LD
6HRISEMLOITS
SIbSHGHET

(Wwigedled &evord

2 _elTell L SHID

2 | GamevorhlGe

2 _'lmlons

6aUL (b G&M(bs&6T

&H600TThISH6ITl60T G16UL (b
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Irrational numbers
Isosceles Trapezium
Isosceles triangles
Lateral surface area
Linear equations
Linear pair of angles

Linear polynomial
expression

Major sector

Mean difference

Measures of central
tendency

Median

Median of a triangle
Mid point

Minor sector

Mixed surds

Mode

Monomial expression

Mutually exclusive
events

Negative integers

Non-terminating
decimals

Obtuse traingle

Opposite side

Ortho centre of a
triangle

Outcome
Overlapping sets

Parallel lines
Period of decimals
Polygon

Polynomial equation
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Positive integers
Power set

Primary data
Probability

Proper sub set

Pure surds

Quadrant

Quaderatic polynomial
Quadrilateral
Radical

Radicand

Random Experiment
Rational numbers
Rationalisation

Raw data

Real number
Recurring decimals

Remainder theroem

Right triangle
Roots of a polynomial

‘ Sample point

‘ Sample space
Scientific notation
Secondary data

‘ Section formula
Sector
Segment
Semi-circle
Set complementation

Set difference
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Set operations

Sets

Singular set/Singleton
set

Square root
Step-deviation method
Substitution method
Subset

Surds

Sure event

Symmetric difference
of sets

Synthetic division

Terminating Decimals

Total surface area

Transversal
Trapezium

Trial

Trigonometry
Trinomial expression
Uncertainty
Ungrouped data
Union of sets

Universal set
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Vertically opposite . . .

angles &S5BS BSHMeTOTTRIGH6IT

Vertex (PEmEDT ‘
‘ Volume &H60T Di6TT6Y ‘

Well defined IH60T(S EUEMTUIMESSBLILILL

Zero / Factor

Zeros of polynomial
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